Home Occupancy Classification Using Machine Learning Techniques along with Feature Selection
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Abstract: Monitoring systems for electrical appliances have gained massive popularity nowadays. These frameworks can provide consumers with helpful information for energy consumption. Non-intrusive load monitoring (NILM) is the most common method for monitoring a household’s energy profile. This research presents an optimized approach for identifying load needs and improving the identification of NILM occupancy surveillance. Our study suggested implementing a dimensionality reduction algorithm, popularly known as genetic algorithm (GA) along with XGBoost, for optimized occupancy monitoring. This exclusive model can masterly anticipate the usage of appliances with a significantly reduced number of voltage-current characteristics. The proposed NILM approach pre-processed the collected data and validated the anticipation performance by comparing the outcomes with the raw dataset’s performance metrics. While reducing dimensionality from 480 to 238 features, our GA-based NILM approach accomplished the same performance score in terms of accuracy (73%), recall (81%), ROC-AUC Score (0.81), and PR-AUC Score (0.81) like the original dataset. This study demonstrates that introducing GA in NILM techniques can contribute remarkably to reduce computational complexity without compromising performance.

Index Terms: Occupancy, Energy Consumption, XGBoost, Genetic Algorithm, Feature Selection.

1. Introduction

One of the most precious commodities is electrical energy. Global power demand has expanded dramatically as the world’s population has grown. Global warming, water and air pollution, acid rain, depletion, and alteration of our natural ecosystem are all unquestionably tied to energy. Many governments have recognized the relevance of environmental issues and have enacted legislation to reduce yearly emissions of carbon dioxide and urban wastage by 2050 [7]. Traditional fossil-based energy sources are expected to be replaced with non-conventional energy sources in this manner, while present power infrastructure will be turned into an intelligent grid. According to [11], power usage accounts for 40% of carbon dioxide emissions in the United States. Commercial buildings and families utilize over 40% of total energy consumption. At least 20% of this energy can be retained by applying efficient modifications [16]. As we are seeing, energy waste has become a major concern, particularly in metropolitan areas. As a result, it is clear that lowering power use in buildings may greatly reduce energy waste. Energy monitoring and immediate feedback, such as tailored suggestions or real-time usage at the appliance level, have been demonstrated in studies to be particularly helpful. They may be able to lower power bills and make residents more aware of their home’s energy profile [27]. However, the advantages of power disaggregation are not limited to inhabitants. Data from appliances can help with research and development.

It has been demonstrated, for example, that energy suppliers can recognize usage trends in power consumption data to estimate future electricity demand. It is crucial for energy suppliers to predict consumer energy consumption. Disproportionate electricity generation can devastate the entire system. Inadequate energy supply produces a decline in electrical frequency, which, if unchecked, might collapse the whole power system and create a catastrophic blackout [26]. When there is an excess of energy supply relative to demand, the electrical frequency rises over the customary limit. Because power plants run at a certain frequency, greater frequency increases the risk of grid disconnection.
On top of that, storing electricity for future use is a cumbersome as well as extravagant process [17]. As a result, evaluating power usage is crucial in energy generation control. Occupancy monitoring is extremely likely to be among the solutions to not only energy waste but also power generation balance. Several investigations were conducted by researchers to measure the usage of electrical energy using occupancy monitoring. Wang et al. [4] presented a model that investigated the stochastic link between occupant behavior and equipment energy usage. Silva et al. used an Incremental Summarization and Pattern Characterization (ISP) technique to explore and extract data from electricity meters [2]. Pattern recognition algorithms were used by Abreu et al. to anticipate energy usage in houses [29]. Amasyali et al. gave an excellent evaluation of research that linked occupancy behavioral monitoring with energy consumption prediction [3].

Introducing Appliance Load Monitoring (ALM) provides a solid foundation for building occupancy monitoring to reinforce smart grid as well as home and office automation systems. Non-Intrusive Load Monitoring (ILM) and Intrusive Load Monitoring (NILM) are the two types of ALM [15]. The ILM technique can provide the most precise appliance consumption information. Regardless, monitoring individual appliances necessitates additional hardware installation and adds system complexity. As a result, implementing (ILM) on a broad scale is not a practicable technique. NILM, on the other hand, can break down the power usage of each device using only single sensor. As a result, NILM is a commonly used technique in occupancy surveillance [20, 22]. Keeping track of aggregated energy consumption provides scrupulous forecasting of electricity consumption behavior.

Two solid assessments of similar work in NILM were presented by Zeifman et al. [22] and Zoha et al. [20]. Many NILM approaches have been investigated since George Hart initially proposed them in 1992 [21]. Several of them rely on machine learning techniques [24], the cross-entropy approach [18], deep neural networks [19, 25], optimum classifiers [6], time series distance [28], and factorial hidden Markov models [5]. The determination of the unique collection of features, which employs signal processing techniques to choose characteristics from the measurement of voltage (V) as well as current (I), is a critical step in NILM. The sample rate determines the sort of characteristics that may be recovered from the measurements of voltage (V) and current (I) [22]. Depending on the condition of the observed waveform, the characteristics are also classified as constant or transient [20].

Several NILM algorithms rely solely on active power. Besides Many intelligent meters, measure other characteristics like power factor (PF), reactive power, apparent power, and total harmonic distortion (THD). These kind of signals might be exploited for better categorization. The active-reactive power signal is a common characteristic that was also employed in Hart’s original NILM approach [21]. Individual appliance categorization may be enhanced by using more characteristics. While increasing features may boost the classification performance of NILM algorithms, it is not necessarily the ideal solution owing to the increasing time complexity. Furthermore, there is no assurance that adding more features promotes classification accuracy because adding too many characteristics may result in over-fitting.

To address the aforementioned issues, some works recommend employing a feature selection strategy, where the objective is to develop a lighter model with a small number of characteristics [13]. The pioneering work in NILM feature selection is [10], which employs a neural network. After this, [14] selects the features using the wavelet transform and the short-time Fourier transform. Recent studies on feature selection may be found in [8] and [1]. A recursive feature reduction technique is utilised in [8] to determine the most appealing feature set from the PLAID dataset [15]. This methodology is quite complex and is primarily focused on the deletion of features using heuristic approaches. [1] Provides a forward selection technique that selects features by studying rapid transients from four independent datasets. In [48], the authors incorporated different pattern recognition techniques, and mathematical models, along with committee decision approach in order to disaggregate load. For this purpose, they incorporated current waveform, instantaneous admittance and power waveform, real/reactive power, switching transient waveform, harmonics and eigenvalues. [49] used active/reactive power, quantized currents along with voltages waveforms, harmonics, also V–I binary image to achieve superior results than features from a single category. Furthermore, [9, 12] transform correlated features to non-correlated features in order to ease the required classification procedure. The data discussion is based on the principal component analysis (PCA) transform that is employed for new data representation in this study.

But even so, when certain features are excluded from the dataset, feature selection approaches in any case would lose information. Feature selection frequently decreases model complexity at the expense of accuracy. Our aim in this research is to select features without compromising model performance. To this end, the Genetic Algorithm based feature selection method works really good for NILM dataset as our work provides a model that can operate with the same performance as the entire set of features with a much-reduced amount of characteristics. On the other hand, the methods which are practiced in literature are either complex or not give promising performance, as described above in the literature reviewed.

The remaining of our research study is broken into four sections. The techniques of our research, as well as a brief overview of the datasets and classifier employed, are provided in Section II. Our work’s outcome is shown in Section III. Here we’ve also included a summary of our research’s findings, outcomes, and analyses. Our research comes to an end with Section I

2. Methodology

In this study, we have classified a so-called ECO dataset, and followed a few steps such as data preparation, feature extraction, feature selection, and classification. Our entire operation is depicted in Fig. 1. The following
subsections detail all of the steps involved in this research.

Fig. 1. Workflow of data processing.

2.1 Used Dataset and Preprocessing of Data

In this study, we used the Electricity Consumption and Occupancy (ECO) dataset for occupancy detection [38]. ECO dataset is one of the largest publically available smart meter datasets containing electricity consumption data from smart meters and the occupancy ground truths [39], [40]. The data were collected from five households in Switzerland between June 2012 and January 2013, which amounts to more than six months’ data. Records were gathered at a frequency of 1 Hz using commercial digital power meters installed in the households. In total, 106,337,104 records were collected using five meters, where each record expresses the average power (in watts) consumed by a particular household during the exact second of measurement. Besides aggregate power, they also provide the three-phase power, neutral current, three-phase current, three-phase voltage, and phase angles of V12, V13, I1−V1, I2−V2, and I3−V3 measurements [41]. Apart from these records, the dataset also contains device-specific power consumption data. However, in this study, we only used the aggregate data of the entire household. The ground truth values were manually assigned using five Galaxy Tab P7510 devices. The procedure of data collection, specifications of the used devices and sensors, and the initial data preprocessing steps have been described in detail in [42]. Fig. 2 illustrates a typical day’s power consumption data along with occupancy ground truths from the ECO dataset.

Fig. 2. (a) Aggregate power consumption data of a whole day with occupancy labels and (b) appliance-level consumption data during the day.

A. ECO Data Processing

The occupancy labels of the ECO dataset are provided separately in terms of households (from 1 to 5) and seasons (summer and winter) in Comma Separated Value (.csv) files. Each .csv file contains the occupancy label (“0” for away/unoccupied and “1” for home/occupied) of specific days. However, the occupancy labels were not recorded or provided for all days when power data were collected, meaning all the records do not have ground truths. Nonetheless, since we aim to design a supervised learning model for occupancy detection, having the ground truths is a must for training and determining the testing performance. Hence, we only considered the days that have occupancy labels associated with them. Combining all the households, we found 451 days for which occupancy labels were provided.

Upon recording the dates of those days (and the households), we sequentially accessed their corresponding smart meter data, which are provided in house and date-specific MATLAB data (.mat) files. Each .mat file contains 16 streams of data that express various voltage, current, and power phase measurements. We considered them as individual
streams and processed them separately throughout the study. Since the sampling rate of the dataset is 1 Hz, there are 86,400 records for each day. We opted to take 5 minutes’ data or 300 records in each sample in this study. This resulted in 288 samples per day and 129,888 samples in total. We processed the 16 streams of data as 16 different channels of a sample. In terms of the labels, the dataset has an occupancy label associated with each record. However, for the sake of ease in processing, we grouped them to have one label for each sample. In this study, we considered the house as occupied only if someone was present for 90% or more of the 5 minutes of a given sample. After this step, we had 23,563 unoccupied and 106,323 occupied samples.

The ECO dataset has a lot of missing smart meter values (identified as NaN values). If a sample has too many NaN values, it may not contribute much to the training process. Therefore, the presence of such values was checked in all the samples, and samples with more than 75% NaN values were omitted. For the existing samples, the NaN values were replaced with the sample’s median values of the corresponding channel. After this step, we acquired 80,639 samples, of which 23,497 belong to the unoccupied and 57,142 belong to the occupied category. Fig. 6. illustrates the entire workflow of data preparation.

B. Feature Extraction

To reduce the dimensionality of the data and the complexity of the learning model, we extracted 30 statistical features from each channel’s data of each sample. These features represent the corresponding samples at the learning and classification stage. Table 1 provides a list of the features.

<table>
<thead>
<tr>
<th>No.</th>
<th>Feature</th>
<th>No.</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Maximum</td>
<td>15</td>
<td>Maximum-to-minimum difference</td>
</tr>
<tr>
<td>2</td>
<td>Minimum</td>
<td>16</td>
<td>Root-sum-of-squares level</td>
</tr>
<tr>
<td>3</td>
<td>Mean</td>
<td>17</td>
<td>Number of times the signal</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>crosses zero</td>
</tr>
<tr>
<td>4</td>
<td>Harmonic mean</td>
<td>18</td>
<td>Shannon's entropy</td>
</tr>
<tr>
<td>5</td>
<td>Median</td>
<td>19</td>
<td>Mean frequency</td>
</tr>
<tr>
<td>6</td>
<td>Mode</td>
<td>20</td>
<td>Median frequency</td>
</tr>
<tr>
<td>7</td>
<td>Variance</td>
<td>21</td>
<td>Peak frequency</td>
</tr>
<tr>
<td>8</td>
<td>Standard deviation</td>
<td>22</td>
<td>Sum of all NFFT coefficients</td>
</tr>
<tr>
<td>9</td>
<td>Mean absolute deviation</td>
<td>23</td>
<td>SNR</td>
</tr>
<tr>
<td>10</td>
<td>Range</td>
<td>24</td>
<td>Band power</td>
</tr>
<tr>
<td>11</td>
<td>Interquartile range of timeseries data</td>
<td>25</td>
<td>Energy</td>
</tr>
<tr>
<td>12</td>
<td>RMS</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Kurtosis</td>
<td>27</td>
<td>DC power</td>
</tr>
<tr>
<td>14</td>
<td>Skewness</td>
<td>28</td>
<td>Peak power</td>
</tr>
<tr>
<td>15</td>
<td>Maximum-to-minimum difference</td>
<td>29</td>
<td>Spurious free dynamic range</td>
</tr>
<tr>
<td>16</td>
<td>Root-sum-of-squares level</td>
<td>30</td>
<td>Peak-magnitude-to-RMS ratio</td>
</tr>
</tbody>
</table>

2.2 Feature Selection

When it comes to Machine learning-based classification, not all of a sample set’s features are equally significant. Some of them may have a significant impact, while others may have only a minor impact. If we maintain only essential features and discard the rest, the classification result will not be affected significantly, but the data size will be reduced considerably. There are a variety of feature selection algorithms to choose from. Genetic Algorithm, Sequential Floating Forward/ Backward Search, Particle Swarm Optimization, and more algorithms are examples. We employed a Genetic Algorithm in this study to pick key features from the dataset.

Natural genetics inspired the concept of the genetic algorithm. Let’s take a look at some of the key terminology in genetic algorithms that are analogous to natural genetics shown as Table 2.

<table>
<thead>
<tr>
<th>Natural Genetics</th>
<th>Genetic Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genotype</td>
<td>Structure</td>
</tr>
<tr>
<td>Locus</td>
<td>String Position</td>
</tr>
<tr>
<td>Allele</td>
<td>Feature Value</td>
</tr>
<tr>
<td>Gene</td>
<td>Features</td>
</tr>
<tr>
<td>Chromosome</td>
<td>String</td>
</tr>
</tbody>
</table>

Generic algorithms begin with a population of strings chosen at random (In most cases). This string population is used to generate the string’s subsequent population. We have three operations for generating a new population:
a. Reproduction- According to biological science, “Reproduction is a biological process in which an organism generates offspring that is biologically identical to it.” In the GA perspective, reproduction is the process of copying individual strings. This copying procedure is carried out based on the value of their objective function, i.e. fitness value. Strings with a high fitness value have a good probability of surviving. Strings with a low fitness rating have a slim to non-existent probability of surviving. The survived strings are moved to the mating pool, and a new population (offspring) is produced.

b. Crossover- according to the biological world, “The process through which homologous chromosomes swap portions with one another is known as crossing-over.” If we go deep, Genes are contained in chromosomes. So it can be said, by crossing over, genes between two homologous chromosomes be interchanged. This process results in genetic diversity. In the GA perspective, a little portion of an offspring's string is replaced by a little portion of another string. That is, part of the features set (Weather used or unused) between two strings should be swapped from the same place of two strings to ensure population diversity.

c. Mutation- According to biological science- “mutations are changes in our DNA sequence that happen as a result of errors made during DNA copying or environmental influences like Ultraviolet rays and tobacco smoking.” In GA, we make deliberate alterations to offspring’s strings in order to increase the variation between two consecutive generations further. There are some defined techniques for mutation in GA. They are- Random Resetting, BitFlip Mutation, Scramble Mutation, Swap Mutation, Inversion Mutation, etc. According to the model or performance, the GA designer should choose the best mutation operator for his problem.

All of these stages should be repeated until no substantial offspring have been produced. Fig 2. below represents the whole procedure,

![Feature selection procedure using genetic algorithm.](image)

2.3 Used Classifier

The following considerations influence which machine learning algorithm is best for a specific problem: the size of the dataset, labeled or unlabeled dataset, expected output type, feature number, number of tunable parameters in the algorithm, model training time, overfitting issues, and sparsity of data. We used the Microsoft Azure machine learning cheat sheet [37] to get a better understanding in the process of algorithm choosing for a specific problem. The ECO dataset, which is being utilized for the load prediction in this research, is a labeled dataset with 480 features as mentioned in section 2.1 and each label consisting of 80639 data points, making the dataset rather huge. The K-NN and SVM algorithms can be eliminated at this point because they perform poorly as the dataset grows larger. Because of its ability to handle big datasets, the XGBoost algorithm will be a good fit. According to the literature [30-35], the XGBoost algorithm is a candidate which can operate with huge and sparse datasets, has strong numerical feature performance, has various hyperparameters that can be adjusted for best performance, and, finally, has a rapid processing speed and accurate prediction performance.
The XGBoost algorithm is a decision tree-based algorithm that is developed on the Gradient Boost (GB) framework. The primary operational pattern of XGB is the same as GB. But ‘weight’ is a new concept introduced in XGB. In XGB, weights are assigned to all the independent variables before feeding to the first decision tree. Then likewise to GB, the decision tree is fitted and evaluated by the ‘loss function’. Then further tree is added following the rule which are followed for GB. But before feeding the newly added tree, a new job is done in XGB. The weight of variables that were mispredicted by the tree is updated. So, in XGB, features’ weights are updated (if needed) along with the decision trees in every iteration.

2.4 Model Training

The XGBoost model was constructed using the Google Co-Lab and the Python programming language. The data was saved as a CSV file at first and then imported into the Python IDE. The dataset has 238/480 characteristics, having a label of ‘0’ or ‘1’, with ‘0’ indicating unoccupied and ‘1’ indicating an occupied event. The characteristics and label of the dataset are extracted as X and Y, respectively. The ScikitLearn’s train test split function is then used to split the dataset into training and test datasets. The XGBoost algorithm’s hyperparameters are first set to default settings, and the training process begins. The model is then put to the test using the test dataset, and the predictive performance and confusion matrix are computed. The settings of the hyperparameters are changed by trial and error until the best predictive accuracy is achieved. The tree booster hyperparameters used in the model are listed below [36].

i. Learning rate ['0.3' is default]
   - Reduces the weights on each step to make the model more robust.
   - The following are typical final numbers to use: 0.01-0.2

ii. min_child_weight ['1' is default]
   - It’s utilized to keep over fitting in control.
   - Identifies the child’s minimum weighted total of all required observations.

iii. max_depth [default=6]
   - A tree’s greatest depth.
   - The model will be able to learn extremely specific relationships to a given sample if the depth is increased. Hence it can be used to control over-fitting.
   - 3–10 are typical values.

iv. gamma [default=0]
   - For each tree, this is the percentage of observations that will be randomly sampled.
   - Typical ranges are 0.5-1.

v. subsample [default=1]
   - For each tree, this is the percentage of observations that will be randomly sampled.
   - 0.5-1 is the typical range.

vi. colsample_bytree ['1' is default]
   - For each tree, this value represents the percentage of columns that will be randomly sampled.
   - 0.5-1 includes average values.

vii. colsample_bylevel ['1' is default]
   - For each split, in each level, this is the subsample ratio of columns.

viii. lambda [default=1]
   - This was where XGBoost’s regularization was handled. Despite the fact that many data scientists do not utilize it frequently, it should be investigated in order to avoid overfitting.

ix. alpha [default=0]
When there is a lot of dimensionalities, this method can be utilized to make the algorithm run faster.

- **n_estimators ['100' is default]**
  - Numbers of trees to fit.

### 2.5 Performance Analysis

First, in the result and discussion area, the fitness curve obtained from GA applicants was displayed. We utilized a confusion matrix to examine the performances at various stages of our work. The number of right and wrong predictions can be shown with count values using a confusion matrix. Precision, recall, and F1-score were also used for each individual class. As we know,

\[
\text{precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}}
\]  

That means precision is - out of all positive predictions, how many is got right.

\[
\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}}
\]  

That means recall is - out of all positive Truth how many is got right.

\[
F1\text{ score} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]  

It’s the harmonic mean of recall and precision that determines a model’s overall health or performance.

In addition, the ROC Curve has been used. The False Positive rate is shown on the X-axis of the ROC curve, while the True Positive rate is shown on the Y-axis. The area there under the ROC curve is measured by the AUC value, which goes from 0 to 1. An ideal model's AUC score would be '1'.

### 3. Result and Discussion

#### 3.1 Application of GA

Influenced by the process of natural selection, GA is a beautiful tool for narrowing down the features from any dataset, settling upon their importance in the classification task. The fitness curve produced by our GA application on the original dataset is shown in Fig. 4. The population size of every generation was 30 in our application.

![Fig. 4. Evolution with GA](image)

From Fig. 4, it can be observed that the fitness values were not very spectacular during the first few generations. The first few generations had a fitness rate below 72.8%. However, in the 10th generation, it increased to 72.9%, a significant increase. Prior to the 16th generation, the values gradually increased. Following a decline in fitness value in the 16th generation, the value progressively grew again, reaching its peak in the 20th generation. After attaining the maximum value in the 20th generation, the value of fitness value began to go up and down, but not exceeding the peak.
value. GA chose 238 features from a total of 480 for the 20th generation. Those 238 features are widely regarded as the most influential features. The selected features are:


3.2 Classification Performance of Raw Dataset vs. Dataset with the GA Selected Features

In predictive analytics, a confusion matrix is a breakdown of forecast outcomes on a classification problem. This essential representation may also be used to calculate various parameters of performance analysis, including — the accuracy, F1 score, Precision, and Recall. Fig. 4 and 5 reveal the confusion matrix of our classification tasks with the raw dataset and the feature-selected dataset, respectively.

Fig. 5. Confusion matrix of classification of the raw dataset

Fig. 6. Confusion matrix of classification of the feature-selected dataset
The confusion matrices show that the feature-selected dataset performed nearly identical to the raw dataset. The value of true positive outcome was the same in both circumstances. Moreover, in the case of the feature-selected dataset, the false positive value decreases, although the true negative value also decreases.

The ROC curve in Fig. (7 & 8) depicts the classifier performance across every classification threshold, both before and after applying feature selection. Our suggested classifier model, coupled with feature selection, yielded the same results as the raw dataset. So, it is essential to say that the GA-based feature selection for this study is as functional as the entire dataset but with fewer features.

The table 3. below illustrates the detailed classification performance of our raw dataset and feature-selected dataset.

<table>
<thead>
<tr>
<th>Matric</th>
<th>Raw Dataset</th>
<th>Score</th>
<th>Matric</th>
<th>Feature-selected Dataset</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td></td>
<td>0.731</td>
<td>Accuracy</td>
<td></td>
<td>0.729</td>
</tr>
<tr>
<td>Precision</td>
<td></td>
<td>0.810</td>
<td>Precision</td>
<td></td>
<td>0.81</td>
</tr>
<tr>
<td>Recall</td>
<td></td>
<td>0.812</td>
<td>Recall</td>
<td></td>
<td>0.809</td>
</tr>
<tr>
<td>F1 Score</td>
<td></td>
<td>0.811</td>
<td>F1 Score</td>
<td></td>
<td>0.809</td>
</tr>
<tr>
<td>ROC-AUC Score</td>
<td></td>
<td>0.811</td>
<td>ROC-AUC Score</td>
<td></td>
<td>0.812</td>
</tr>
<tr>
<td>PR-AUC Score</td>
<td></td>
<td>0.929</td>
<td>PR-AUC Score</td>
<td></td>
<td>0.930</td>
</tr>
<tr>
<td>Log loss</td>
<td></td>
<td>0.404</td>
<td>Log loss</td>
<td></td>
<td>0.404</td>
</tr>
</tbody>
</table>

Fig. 7. ROC curve before applying GA

Fig. 8. ROC curve before applying GA

The table 3. below illustrates the detailed classification performance of our raw dataset and feature-selected dataset.
The table shows that the accuracy with selected 238 features performed almost the same as the raw dataset. Not only this, the precision and log loss value of the raw dataset and feature selected subset are the same. However, the recall and F1-score with chosen features were marginally lower, but not substantially worse, when compared to the raw dataset. In the case of ROC AUC and PR AUC scores, performance with genetic algorithm-suggested features was slightly better than with the entire collection of features. The PR curves for both cases are given below (Fig. 9 & 10).

![PR AUC Curve](image1.png)

**Fig. 9.** PR curve before applying GA

![PR AUC Curve](image2.png)

**Fig. 10.** PR curve after applying GA

So, from the comparison study discussed above, it can be said, when all of the performance study results for both using and not using GA-based dimensionality reduction processes are compared, it was evident that our suggested model is capable of performing effectively while reducing a significant computing complexity.

4. Conclusion

Occupancy monitoring plays a salient role in forging not only home automation but also efficient energy supply. This study unfolds a comprehensive approach to estimate the odds-on power consumption profile through occupancy monitoring. This state-of-art can accurately foresee the engagement of electrical appliances with half of the reduced voltage-current characteristics. In our study, we introduced XGBoost accompanying GA to estimate the occupancy of appliances with optimized performance. With reduced dimensionality, the proposed model provided an accuracy of 73%, f1-score, and recall of 81%, which is identical to the raw dataset’s performance metrics which can be a milestone for this state-of-art. In aggregate, the findings provided here are interesting and could be beneficial in systems aimed at identifying electric loads, as well as in smart meter algorithms for smart grids. In the future, others classification algorithms, for example, Support Vector Machines, could be investigated, along with other feature extraction and dimensionality reduction methods, such as Particle Swarm Optimization, Fast Fourier Transform, Principal Component Analysis, and Sequential Floating Forward/Backward Search.
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